ABSTRACT
Quantum Key Distribution (QKD) allows two parties to establish a shared secret key secure against an all-powerful adversary. Typically, one designs new QKD protocols and then analyzes their maximal tolerated noise mathematically. If the noise in the quantum channel connecting the two parties is higher than this threshold value, they must abort. In this paper we design and evaluate a new real-coded Genetic Algorithm which takes as input statistics on a particular quantum channel (found using standard channel estimation procedures) and outputs a QKD protocol optimized for the specific given channel. We show how this method can be used to find QKD protocols for channels where standard protocols would fail.
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1. INTRODUCTION
Today, key distribution between two parties is accomplished using public key cryptography. Unfortunately, all such schemes rely on unproven computational assumptions. Furthermore, this is a necessity, as it is mathematically impossible to construct a public key system secure against an unbounded adversary using classical means alone.

Quantum Key Distribution (QKD) protocols, however, by utilizing quantum resources, allow two parties Alice ($A$) and Bob ($B$) to establish a shared secret key which is secure against even an all powerful adversary Eve ($E$). Such a key could, for instance, be used with one-time-pad encryption (which is information theoretically secure).

One of the very interesting, and useful, properties of QKD protocols is that any attack against them must be active (one cannot copy quantum bits to attack later). Furthermore, any attack must create some noise in the channel which may be measured by the two parties. The more invasive an attack, the more the adversary learns, but the more noise she creates in the channel. If the noise is low enough, one may distill a secure key. If the noise is "too high" one must simply abort. The reader is referred to [11] for a general survey of QKD protocols.

Typically one constructs a QKD protocol and then mathematically derives bounds on its maximally tolerated error rate. For instance, the BB84 protocol cannot tolerate more than 11% error before the parties must abort [10] (anything less than 11% is acceptable, though with higher noise you may have to run the protocol longer to get a secure key of sufficient length).

In this paper, we take the opposite approach: instead of designing a QKD protocol and then determining which channels (e.g., noise levels) it is secure operating over, we start with a fixed channel and output, using a real-coded genetic algorithm (GA), an optimized QKD protocol to run over it. We envision the following scenario: two parties, who purchased quantum equipment, first run a channel estimation procedure to estimate the noise in the channel in a variety of ways (to be described later). From this, they then insert these statistics, along with a description of their hardware’s capabilities, into our GA. Our GA will then determine an optimal QKD protocol, based on the limitations of their hardware (or other user-defined restrictions), and output the settings that must be used. Of course, there are some channels where QKD is impossible (e.g., entanglement breaking channels [1]). Thus, for these channels, our algorithm will report that no protocol could be found.

In this paper, we will construct a new GA which outputs either a protocol which is guaranteed to be secure over a particular channel (given as input by the user), or to output an “error” of some sort if it cannot be done.

We stress that QKD equipment is currently in production today and has even been used in several practical instances [11]. This is very much a real-world problem. Our algorithm has the potential to make such devices more practical; instead of having to abort if a particular channel doesn’t allow for, say, BB84 style encoding, one may try to search for a new protocol specific to the particular observed quantum channel statistics. Furthermore, our algorithm is general enough to take into account potential limitations in the abil-
ities of one or both users’ hardware. It is also potentially a very useful tool for theorists, allowing researchers to investigate the necessary resources required for QKD over certain channels.

While several authors have considered the application of evolutionary algorithms to quantum algorithms [4, 8, 12], and to the security analysis of fixed QKD protocols [5, 6], we are, to our knowledge, the first to consider their use in constructing optimal QKD protocols over specified, yet arbitrary, channels.

After describing our algorithm, we will evaluate it over symmetric channels where it was proven in [1, 7] that BB84 is optimal thus serving as a useful test-case; indeed for symmetric channels, our algorithm outputs the optimal BB84-style protocol. More interestingly, we also evaluate it on non-symmetric channels. We show two example channels where BB84 would actually fail (the parties would have to abort), yet over which our algorithm finds a QKD protocol which allows for secure key distillation.

2. QUANTUM COMMUNICATION

We will now provide a general introduction to quantum communication. This section is necessarily short due to length constraints; for more information, the reader is referred to [9].

If \( v \) is a complex vector or matrix, then we denote by \( v^T \) to mean its transpose and by \( v^* \) its conjugate transpose. If \( z \in \mathbb{C} \), then \( \Re z \) and \( \Im z \) denote its real and imaginary part respectively, while \( z^* \) denotes its conjugate.

Unlike a classical bit which is always in a deterministic state of 0 or 1 and which may be read and/or copied at any time without compromise, a quantum bit or qubit may be prepared in infinitely many possible states. Furthermore, reading, or measuring, a qubit potentially destroys the qubit and alters its state. Also, qubits cannot be copied with unit probability without potentially destroying it.

A qubit is a two-dimensional system and as such may be modeled as an element in a two-dimensional complex Hilbert space \( \mathcal{H} \). As all finite \( n \)-dimensional complex Hilbert spaces are isomorphic to the vector space \( \mathbb{C}^n \), we may view any arbitrary qubit \( |\psi\rangle \) as a vector in \( \mathbb{C}^n \). To simplify the math, we further assume all quantum states to be normalized; thus \( |\psi\rangle \) and its conjugate transpose. If \( z \in \mathbb{C} \), then \( \Re z \) and \( \Im z \) denote its real and imaginary part respectively, while \( z^* \) denotes its conjugate.
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A qubit is a two-dimensional system and as such may be modeled as an element in a two-dimensional complex Hilbert space \( \mathcal{H} \). As all finite \( n \)-dimensional complex Hilbert spaces are isomorphic to the vector space \( \mathbb{C}^n \), we may view any arbitrary qubit \( |\psi\rangle \) as a vector in \( \mathbb{C}^n \). To simplify the math, we further assume all quantum states to be normalized; thus \( |\psi\rangle \) and its conjugate transpose. If \( z \in \mathbb{C} \), then \( \Re z \) and \( \Im z \) denote its real and imaginary part respectively, while \( z^* \) denotes its conjugate.
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2.1 Basic Quantum Key Distribution

We consider one-way discrete variable QKD protocols in this paper. Here, a source “Alice” (A) prepares qubits randomly and sends them to a receiver “Bob” (B) who then measures the qubit in a randomly chosen basis. An all-powerful attacker “Eve” (E) sits between the users, intercepts all sent qubits, and probes them, entangling them with her perfect quantum memory, before forwarding the qubit to B. This stage of the protocol is called the quantum communication stage and is repeated over numerous iterations. Based on A’s preparation choices, and B’s measurement outcomes, they will distill a raw key - a string of classical 0’s and 1’s which is partially correlated (E’s attack induces some errors) and partially secret (E may have some information on it). See Figure 1.

Besides the quantum communication channel, there is also an authenticated classical channel connecting A and B. On this channel, E may only listen but not send. Thus, following the quantum communication stage, A and B will use some of their measurement results and preparation choices to estimate the noise in the quantum channel - more noise equates to a more invasive attacker in the worst case. If the noise is “low enough” they proceed to run a preprocessing stage (this is optional) [10] followed by an error correcting (EC) protocol and a privacy amplification (PA) protocol. This is all done over the authenticated channel (thus leaking more information to E). The reader is referred to [11] for more information on how EC+PA are used; preprocessing allows the users to gain a very good understanding of certain key properties of the attack operator U employed by E.

In this paper we will consider collective attacks whereby E performs the same (possibly probabilistic) attack operation each iteration of the quantum communication stage. For the protocols we consider in this paper, security against collective attacks is sufficient to prove security against arbitrary general attacks [2].

In the case of collective attacks, E’s attack may be modeled as a unitary operator U acting on the traveling qubit and E’s private ancilla (both modeled as finite dimensional Hilbert spaces). Without loss of generality, we may assume E’s memory is cleared to some zero state \( |0\rangle_E \) and may write U’s action on basis states as follows:

\[
U |0,0\rangle_{TE} = |0, e_0\rangle + |1, e_1\rangle, \quad U |1,0\rangle_{TE} = |0, e_2\rangle + |1, e_3\rangle
\]

(1)

where the \( e_i \) are arbitrary states in E’s quantum memory (i.e., these \( e_i \) are complex vectors). The subscript “T” is used to denote the transit space: the two-dimensional Hilbert space modeling the qubit. Unitarity imposes various conditions on these states which will be important later. The above definition is sufficient to describe U’s action on any arbitrary qubit due to linearity.

It was shown in [3], that, if \( N \) is the size of the raw key (in bits), then, following EC+PA, A and B may distill a secret key of size \( \ell(N) \leq N \) bits, where:

\[
\lim_{N \to \infty} \frac{\ell(N)}{N} = \inf_{U \in \Gamma} \left[ S(A|E) - H(A|B) \right].
\]

(2)

Above, \( H(A|B) \) is the conditional Shannon entropy (easily computed) and \( S(A|E) \) is the quantum von Neumann entropy (which is more difficult to compute as A and B do not know exactly which attack E used, and E is a quantum system). The infimum is over all unitary operators U which could have applied which induce the observed statistics (e.g., the observed error rates). We take the infimum as we assume the worst case that E chose an attack which results in the smallest secret key size \( \ell(N) \). The above ratio is called the Devetak-Winter key rate in the asymptotic scenario. Clearly, the closer it is to one, the better for A and B as they are able to use more of their raw key towards their secret key; when the ratio is zero, then the users must abort (no secure key may be distilled).

2.2 Our Goal

We envision the following scenario: First, A and B, after connecting their QKD devices to a quantum channel, will perform a quantum tomography protocol in order to gain statistics on the channel. This protocol involves A sending to B qubits of the form \( |0\rangle, |1\rangle, |+\rangle, |0\gamma\rangle \). B, on receiving a qubit, measures in either the Z, X, or Y bases. A will disclose the exact state she sent, while B will disclose his measurement outcome (over the authenticated classical channel which E may listen to, but not write to). Repeating this process for a sufficient amount of iterations allows the users to estimate the values \( p_{i,j} \) where \( i \in \{0, 1, +, 0\gamma\} \) and \( j \in \{0, 1, +, - , 0\gamma, 1\gamma\} \) which we use to denote the probability that B measures \( |j\rangle \) if A sent \( |i\rangle \) (conditioning on the event that B choose the correct basis for such a measurement outcome). It turns out (see [7]) that these statistics allow the users to gain a very good understanding of certain key properties of the attack operator U employed by E. Note that, as in [7], we do not consider inaccurate estimates of these quantities - as we are working in the asymptotic scenario, we may perform this process for an arbitrary number of iterations. It should not be difficult to extend our algorithm to the case when these measurements are inaccurate, though we leave that as potential future work.

Following this channel estimation protocol, A (or B) will run our GA to find an optimal QKD protocol specific for this channel and send the protocol information (using the authenticated channel) to the other party (this does not destroy security as we are assuming an all-powerful adversary could have simulated all possible outcomes of the GA and chosen an initial attack which is the most advantageous to her for this protocol - note that we must enforce the channel statistics remain the same after tomography; otherwise, E could alter her attack!). The GA should take into account certain, if any, restrictions on the part of the two users (for instance, maybe B cannot measure in any arbitrary basis, only the Z, X, or Y basis). The GA will output “settings” needed to operate a QKD protocol, based on the given restrictions (hardware restrictions or otherwise). The GA may also output a preprocessing strategy (to be discussed later - though it was shown in [10] that such strategies may improve the key rate). The GA will also output the key-rate
(Equation 2) of the given protocol over the specified channel. Note that, for some channels, QKD is impossible - in this event the GA should output a key-rate of 0.

After the GA specifies an optimal protocol, assuming the key-rate is positive, $A$ and $B$ will carry out the given protocol. They will also, however, randomly choose certain iterations to run the channel estimation procedure (i.e., quantum tomography) in order to ensure that $E$ does not alter her attack (if she does, then $A$ and $B$ should abort as the protocol produced by the GA is optimal only for the specified channel).

The above idea (using quantum tomography, then later running an optimal protocol) was first conceived in [1]; however there, the authors only considered a symmetric channel - they proved that BB84 style encoding is optimal in a symmetric channel and no optimizations could be done to improve its key-rate. In [7], the authors considered arbitrary channels, but only one class of protocol with few variables over which a brute-force-search was performed to find an optimal protocol. Furthermore, neither source considered preprocessing strategies which greatly complicates the optimization process.

### 3. Algorithm Design

Our GA must evolve optimal QKD protocols of a specified type. The protocol type will be provided to the algorithm and will, essentially, consist of mathematical equations describing the operation of the protocol based on an arbitrary attack and certain arbitrary “free” parameters. The attack is outside the GA’s control, but these free parameters (which may, for example, describe things such as what type of qubit state to prepare at which probability) specify an actual protocol. A candidate solution, therefore, will be these free parameters. The exact number of parameters, along with their domains, must be provided to the GA through the type specification.

Once potential variables are found for the parameters in a candidate solution, its fitness must be evaluated. This will entail computing the Devetak-Winter key-rate expression (Equation 2). However, this expression requires an actual attack description; i.e., we must know actual vectors $|e_i⟩$ for $E$’s attack to substitute in to the density operator expression and thus construct an actual matrix from which the von Neumann entropy computation is straightforward. Unlike in [5, 6], we cannot evolve these operators as we are using fixed, observed, statistics $p_{i,j}$. We will develop a mechanism to construct these vectors such that (1) they induce the correct observed statistics; (2) are physically realizable (i.e., they could be produced by an actual attack); and (3) do not limit $E$’s power - i.e., the vectors we will construct will be sufficient to compute the key-rate in the case that $E$ chooses the most optimal attack allowed by the observed statistics and we do not “miss” an important attack operator with our mechanism.

Finally, once all of this has been established (i.e., we have values for the protocol parameters and $E$’s attack), we need a system that allows these values and vectors to be easily substituted into a given density operator expression. From this, various quantum information theoretic computations must be performed, namely finding the eigenvalues for the von Neumann entropy computation. To achieve this, we designed and implemented a new quantum simulator for this purpose.

### 3.1 Protocol Type Specification

Our algorithm will find optimal QKD protocols conforming to a particular type or class. For instance, it might be that $A$ and $B$ are using limited hardware in that they can only perform certain quantum operations. Or it may be that they are not limited and can perform any operation allowed by today’s technology. Or, perhaps in the future, they will have access to even more powerful technology with greater quantum capabilities. Our goal is to design an algorithm that produces a QKD protocol constrained by the user’s capabilities. Thus, the user must specify those capabilities by describing a density operator equation modeling the protocol using certain free parameters.

Note that the conclusion of a single iteration of the quantum communication stage of any discrete variable QKD protocol may be described by a density operator of the form:

$$\rho_{ABE} = \sum_{i,j \in \{0, 1\}} 1_{ij} B \otimes \rho_{i,j}^E,$$

where the $A$ and $B$ system represent $A$ and $B$’s raw key while the $\rho_{i,j}^E$ is a density operator describing the state of $E$’s quantum memory in the event $A$ and $B$’s raw key is $i$ and $j$ this iteration. The probability that $A$ and $B$ output a raw key bit of $i$ and $j$ is simply $tr(\rho_{i,j}^E)$.

The state of $E$’s memory is a function of $E$’s attack (in terms of the vectors $|e_i⟩$ from Equation 1) and the protocol being used. Of course, the GA’s goal is to discover an optimal protocol, thus this state has several “free variables” which must be evolved. These free variables may represent such things as what qubits $A$ sends and with what probability, or what bases $B$ measures in, etc. Thus, the user of our algorithm, when designing a new class of QKD protocol (e.g., one based on certain hardware restrictions), must write out the state of $E$’s memory given that she used an arbitrary unitary operator $U$ and provided that certain free variables will be substituted in later. This is not difficult to do (it is just basic algebra generally). For our evaluations, we considered two classes of protocol: the first where $B$ is limited to measuring only in the Z basis for key distillation purposes (however $A$ is free to prepare any type of qubit she likes); the second has no such restrictions ($A$ may prepare any qubit she likes, and $B$ may measure in any two bases he likes). Most common QKD protocols belong to one or both of these classes.

We call this protocol description a II - Type and it will be one of the inputs to our GA. The description consists of the following information:

1. A list of all free variables $x_i \in \mathbb{R}$ used by this II - Type which our algorithm is allowed to optimize over. These variables are given human-readable names.
2. A list of domains $\mathcal{D}_i$ which those variables live in. That is, $x_i \in \mathcal{D}_i$. We take $\mathcal{D}_i(y)$ to mean that point $z \in \mathcal{D}_i$ closest to $y$ (standard Euclidean distance).
3. Equations $\rho_{i,j}^E$ (in density operator formalism) describing the state of $E$’s quantum memory in the event $A$ and $B$ agree on a raw key of $i$ and $j$ respectively ($i, j \in \{0, 1\}$); see Equation 3. These equations are provided as strings using Dirac notation and are functions of $E$’s attack vectors $\{|e_i⟩\}$ and also the free variables $x_i$.
4. Functionality that, on taking input vectors $\text{atk}=\{|e_0⟩, \ldots, |e_3⟩\}$ describing $E$’s attack operator along with actual values for the free variables $x_i$, returns an actual density matrix for each $\rho_{i,j}^E$. Call this function $\text{constructOps}(\{x_i\})$. 
We are given statistics $\{p_{i,j}\}$ which are the probability that, if $A$ sends qubit $|i\rangle$, then $B$ measures $|j\rangle$ (these are determined during the quantum tomography stage of the protocol - see Section 2.2). In particular, we are given values $\{p_{i,j}\}$ with $i,j \in \{0,1,+,−,0,\gamma,1\}$. In order to compute the Devetak-Winter key-rate (Equation 2), we must determine actual vectors for those states $|e_i\rangle$ resulting from $E$’s attack operator $U$ (Equation 1). To do so, we will take advantage of work in [7] to bound certain key parameters. Let $\Gamma = \Gamma(\{p_{i,j}\})$ be the set of all unitary operators acting on a qubit and $E$’s private quantum memory which induce the observed statistics $\{p_{i,j}\}$. Without loss of generality, we may assume $E$’s ancilla is at most dimension 4 (thus each $|e_i\rangle \in \mathbb{C}^4$). This follows immediately from the Stinespring Dilation Theorem [9].

For ease of notation, we write $Q_X$ to mean the probability of a $|+\rangle$ being measured as a $|−\rangle$ (i.e., $p_{1,−}$) and $Q_Y$ to mean the probability of a $|0\rangle_Y$ flipping to a $|1\rangle_Y$. Furthermore, we will write a subscript $Y$ whenever we mean $0_Y$ (thus $p_{1,Y}$ is the probability of a $|1\rangle$ being measured as a $|0\rangle_Y$ - in a symmetric attack this should be 1/2, but in arbitrary channels this may not be the case).

It was shown in [7] that the following quantities may be directly computed from these statistics alone:

$$
\langle e_1|e_i\rangle (\forall i = 0, \ldots, 3), \langle e_0|e_2\rangle, \langle e_0|e_1\rangle, \langle e_1|e_3\rangle, \langle e_2|e_3\rangle,
$$

(4) (both the real and imaginary parts of the above inner products may be computed). Furthermore, the following may be computed:

$$
\Re \langle e_0|e_3\rangle, \Re \langle e_1|e_2\rangle.
$$

(5)

Computing the above 10 quantities involves the simple evaluation of linear functions of the observed $\{p_{i,j}\}$ values. For space reasons we cannot print these equations here, though they can be found in [7] (see Equations 10 - 19 in the arXiv version of that source). For any $U \in \Gamma$, the above quantities are always the same. The only unknown quantities are the imaginary part of $\langle e_0|e_3\rangle$ and $\langle e_1|e_2\rangle$. However, the Cauchy-Schwarz inequality may be used to bound these:

$$
\Re^2 \langle e_0|e_3\rangle \leq \langle e_0|e_0\rangle \langle e_3|e_3\rangle - \Re^2 \langle e_0|e_3\rangle
$$

(6)

$$
\Re^2 \langle e_1|e_2\rangle \leq \langle e_1|e_1\rangle \langle e_2|e_2\rangle - \Re^2 \langle e_1|e_2\rangle
$$

(7)

Any valid choice of the above imaginary parts potentially describes an attack operator $U \in \Gamma$ (there are other restrictions on these quantities which show up later). In the following, we will have to consider all possible imaginary parts of the above inner-products.

Of course, [7] stopped at this point since that paper was interested in analyzing fixed protocols - we will require actual vectors for $|e_i\rangle$ using this information. We now show an iterative method to construct these vectors.

Fix $U \in \Gamma$ whose action we write as in Equation 1. By the Orthogonal Decomposition Theorem, we may write:

$$
|e_0\rangle = a_0 |E_0\rangle
$$

$$
|e_3\rangle = a_3 |E_0\rangle + b_3 |E_1\rangle
$$

$$
|e_1\rangle = a_1 |E_0\rangle + b_1 |E_1\rangle + c_1 |E_2\rangle
$$

$$
|e_2\rangle = a_2 |E_0\rangle + b_2 |E_1\rangle + c_2 |E_2\rangle + d_2 |E_3\rangle,
$$

where $\{|E_0\rangle, \ldots, |E_3\rangle\}$ is some orthonormal basis of $\mathcal{H}_E \cong \mathbb{C}^4$ (here, $\mathcal{H}_E$ is the Hilbert space modeling $E$’s quantum memory). Without loss of generality, we may assume $a_0, b_3, c_1, d_2$ are non-negative real numbers (any phase change may be absorbed into the corresponding basis vector).

By considering the inner-product $\langle e_0|e_0\rangle$ we may solve for $a_0$. Indeed, we have $\langle e_0|e_0\rangle = a_0^2 \Rightarrow a_0 = \sqrt{p_{0,0}}$ (where we used the obvious identity $\langle e_0|e_0\rangle = p_{0,0}$).

We proceed in a similar manner, using the inner-products of the various $|e_i\rangle$ vectors (Equations 4 and 5), along with the fact that $U$ is unitary, to solve for the various coefficients (in order, top to bottom):

$$
a_3 = \frac{\langle e_0|e_3\rangle}{a_0},
$$

$$
a_2 = \frac{\langle e_0|e_2\rangle}{a_0},
$$

$$
a_1 = \frac{\langle e_0|e_1\rangle}{a_0}
$$

$$
b_3 = \sqrt{\langle e_3|e_3\rangle - |a_3|^2},
$$

$$
b_1 = \left(\frac{\langle e_1|e_1\rangle - a_1^2 a_3}{b_3}\right)^*\n$$

$$
c_1 = \sqrt{\langle e_1|e_1\rangle - |a_1|^2 - |b_1|^2},
$$

$$
c_2 = \left(\frac{\langle e_2|e_3\rangle - a_2 a_3}{c_2}\right)^*\n$$

$$
d_2 = \sqrt{\langle e_2|e_2\rangle - |a_2|^2 - |b_2|^2 - |c_2|^2}.
$$

Now, if $a_0 = 0$, then in fact $|e_0\rangle \equiv 0$ and so $E$’s memory is really dimension three (or less) in which case we may set $a_3 = a_1 = a_2 = 0$ (i.e., if $|e_0\rangle$ never shows up, then after the decomposition, we may write $|e_3\rangle = b_3 |E_1\rangle$ and so on, using - possibly different - orthonormal basis $\{|E_1\rangle, |E_2\rangle, |E_3\rangle\}$). A similar argument follows if $b_3 = 0$ or $c_1 = 0$. Finally, if the quantity inside one of the square-roots in the above expressions is negative, then this violates unitarity of $U$ and so our choice of either 3 $\langle e_0|e_3\rangle$ or $\Re \langle e_1|e_2\rangle$ is invalid. Recall we must consider all possible imaginary parts of these two quantities allowed by Equations 6 and 7 - however not all such values produce legal attacks. Thus, when constructing attack vectors, we consider all imaginary values in these bounds which do not cause a negative value in the square-root equations above.

All that remains to be shown is how to construct basis vectors for $|E_0\rangle$. We claim, without loss of generality, that we may use the standard computational basis: $|E_0\rangle = |i\rangle$ (with $|0\rangle = (1, 0, 0, 0)^T$ and so on). This is a consequence of the fact that von Neumann entropy is invariant to changes in basis. Thus, we may simply apply the change-of-basis operator $V = \sum_i |i\rangle \langle E_i|$ (which is clearly unitary) to any attack $U \in \Gamma$. This will not alter the Devetak-Winter key-rate equation. Algorithm 1 summarizes this entire process.
3.3 The Genetic Algorithm

Now that we have discussed the various foundational sub-components, we turn our attention to the genetic algorithm itself. It requires as input a II−Type and a set of channel statistics \textbf{Stats} = \{p_{i,j}\}. A candidate solution (CS) is a list of free variables \( (x_i)\) (the number of free variables, along with their domains, is specified by the given II−Type). Specific values for these variables define a QKD protocol as determined by II−Type (e.g., they may specify the state of the qubits to prepare). We denote by \(\mathcal{D}_i\) the domain in which \(x_i\) lives; also recall that we write \(\mathcal{D}_i(x_i)\) to mean the number \(y_i \in \mathcal{D}_i\) which is closest to \(x_i\). Each \(x_i\) is a double precision floating point value.

For selection we use tournament selection with a tournament size of 3. We also carried over the best solution from the previous generation to the next.

Crossover was simple one-point crossover, choosing a random point each time. To mutate a CS, we simply perturb 50% of the \(x_i\) variables by a small randomly chosen \(\epsilon \in [-0.1,0.1]\). Of course, after the perturbation, we ensure the variable remains in \(\mathcal{D}_i\). That is, if we mutate variable \(i\), we set \(x_i \leftarrow \mathcal{D}_i(x_i + \epsilon)\). We choose a mutation rate of 75%. These settings seemed to produce very good results (we tested other settings, particularly lower mutation rates which then uses the simulator to compute the entropy of the system. Finally, the output of the GA which then uses the simulator to compute the entropy of the system. Finally, the output of the GA, along with the interaction of each module, is depicted in Figure 2.

3.4 Preprocessing Strategies

It was shown in [10] that, following the conclusion of the quantum communication stage of a QKD protocol, \(A\) and \(B\) may improve the key rate of the protocol, by engaging in a “preprocessing” stage immediately before error correction and privacy amplification. While there are infinitely many preprocessing strategies, we will use a generalization of a particular strategy introduced in [10] which operates on each bit of the raw key identically and independently by having \(A\) change her raw key bit according to some distribution (to be evolved). In particular, if her key bit is \(i\) (for \(i \in \{0,1\}\)), after preprocessing, it will be \(k_A \in \{0,1\}\) with probability \(\frac{4}{\pi^2}\). Naturally they must be normalized, therefore we have \(p_0^{(i)} \in [0,1]\), and \(p_1^{(i)} = 1 - p_0^{(i)}\), for each \(i\).

To incorporate the given preprocessing strategy, we add to our candidate solution the values \(\{p_0^{(i)}\}\) with \(i,k_A \in \{0,1\}\) normalized as required. Furthermore, we extend the
crossover operator so that, when called, besides operating on the original $Π - \text{Type}$ variables as described before, it will also perform one-point crossover on the new vector $(\rho^{k_A}_{i,j})$. Additionally, the mutation operator will alter not only the original candidate solution variables, but also 50% of the preprocessing strategy variables by adding a randomly chosen number $\epsilon \in (-1, 1)$ (and then re-normalizing of course).

What remains to be shown is how the new fitness value is constructed - in particular, how the key rate of the protocol, after a given preprocessing strategy was used, is calculated (furthermore, the fitness must work with any arbitrary $Π - \text{Type}$ - thus, it can only use density matrices $\rho^{k_A}_{i,j}$). As before, we do so by optimizing over all possible attack vectors produced by Gen-Attacks(Stats). Let $\rho = \sum_i i_A \otimes \rho^{k_A}_{i,j}$ be the state of the joint quantum system (for one iteration) before preprocessing (see Equation 3). Then, after $A$ applies her preprocessing strategy, the system becomes:

$$\sigma_{ABE} = \sum_{i,j,k} \left( \sum_{k_A} \rho^{A_i}_{k_A} \otimes i_B \otimes \rho^{E}_{j} \right), \quad (9)$$

Therefore, to compute $S(A|E)$ in our fitness function, we replace line (2) of the procedure (see previous section) to instead compute the eigenvalues of the above operator (tracing out $B$ for $S(AE)$ and then $A$ for $S(E)$ of course). To compute $H(A|B)$, we only need the value $\text{key}_{a,b}$ which we use to denote the probability that $A$’s raw key is a and $B$’s is $b$ after preprocessing. From Equation 9, this is seen to be: $\text{key}_{a,b} = \sum_i i_A \otimes i_B \otimes \rho^{E}_{j}$, which is easily computed, allowing for the computation of $H(A|B)$ (replacing line (3) of the fitness procedure) and thus the key rate of the protocol.

While this is a very basic preprocessing strategy, it is enough to improve the key rate of certain protocols over very noisy channels. As future work, we are investigating more powerful preprocessing strategies.

4. Evaluations

We evaluate our algorithm using two different protocol types $Π - \text{Type}$. The first, which we call One Way Simple (OWS) allows $A$ to send any qubit but $B$ can only measure in the $Z$ basis (though he may measure in other bases for channel tomography of course!). In particular, $A$ will send a qubit in the state $|\psi_j\rangle = \alpha_j |0\rangle + \delta_j e^{i\theta_j} |1\rangle$, where $\alpha_j \in [0, 1]$ and $\delta_j = \sqrt{1 - \alpha_j^2}$ with probability $p_j$, setting her raw key bit to $j$. $B$ measures a qubit only in the $Z$ basis. It is not difficult to derive the correct density operator equations placing them in the required form specified by Equation 3. Furthermore, it is easy to see the free variables and their domains: $p_0 \in [0, 1]$ (note that $p_1 = 1 - p_0$ so is not free); $\alpha_0, \alpha_1 \in [0, 1]$; and $\theta_0, \theta_1 \in [0, 2\pi]$. Choices for these parameters, therefore, constitute a candidate solution. This protocol type includes (asymmetric) BB84 [11] as a sub-case.

The second $Π - \text{Type}$ we evaluate we call One Way General (OWG) which allows $A$ to send any qubit state she likes (as with OWS) and also allows $B$ to measure in any two bases of his choice (or possibly one basis). In particular, if, after his measurement, he observes state $|\phi_i\rangle$ he sets his key-bit to be $i_B$ (there is no restriction on $|\phi_i\rangle$). If, after measuring, he does not observe one of those two states, the iteration is considered “inconclusive.” $B$ will inform $A$ of all inconclusive events and they are discarded.

<table>
<thead>
<tr>
<th>Noise</th>
<th>No Preprocessing</th>
<th>Preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg.</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>5%</td>
<td>.497</td>
<td>$1.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>10%</td>
<td>.512</td>
<td>$1.5 \times 10^{-7}$</td>
</tr>
<tr>
<td>12%</td>
<td>.535</td>
<td>$7.8 \times 10^{-8}$</td>
</tr>
<tr>
<td>13%</td>
<td>0</td>
<td>$0$</td>
</tr>
<tr>
<td>14%</td>
<td>0</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Table 1: Results of running our GA when the channel is symmetric. “Avg.” is the average of (50 trials) fitness (key-rate) of the best solution at the end of 100 generations, while $\sigma$ is the standard deviation. Showing results with and without preprocessing (note, the preprocessing strategy we use is not guaranteed to produce a higher key-rate for all channels - particularly “low-noise” ones such as 5%). Also showing BB84’s key-rate (without preprocessing) which is known to be optimal over symmetric channels (again, without preprocessing). The higher the key-rate, the better. If correct, our algorithm should be able to find a solution that works at 14% noise with preprocessing on; furthermore, without preprocessing, the key-rate (fitness) should match that of BB84. Our algorithm passes both these tests.

4.1 Symmetric Channels

A symmetric channel is one which is parameterized by a single parameter $Q$ representing the noise in the $Z$, $X$, and $Y$ bases (i.e., $Q = p_{0,1} = p_{1,0} = Q_X = Q_Y$) with all other “mismatched” statistics being $1/2$ (e.g., $p_{0,1} = 1/2$). It was shown in [1, 7] that, without preprocessing, the key-rate of the BB84 protocol cannot be surpassed over a symmetric channel thus this serves as a useful test-case for our algorithm - our GA should be able to (and, as Table 1 demonstrates, does) discover a protocol with the same key-rate of the BB84 protocol. With preprocessing, it was shown in [10] that BB84 can tolerate at least 14% error so our algorithm should be able to find a solution (albeit one with a very low, but positive, key-rate) at such high noise levels. We tested our algorithm with a population size of 100 using 100 iterations over symmetric channels with various amounts of noise. We only considered OWS here (there will be no difference between the two $Π - \text{Type}$’s in a symmetric channel). The results are shown in Table 1. In all our trials that produced a positive key-rate, the optimized protocol outputted by our GA was the BB84 protocol. Thus Table 1 provides evidence for the correctness of our algorithm and approach.

4.2 Arbitrary Channels

While symmetric channels serve as a useful test-case, we also evaluate our algorithm on asymmetric channels. For evaluation purposes, we randomly generated attack operators and simulated their statistics - thus these channels could potentially arise under actual quantum attacks. To do so, we chose random unitary operators, based on almost-symmetric attacks, and simulated the tomographic portion of the protocol to find the $\{p_{i,j}\}$ statistics. We evaluated several different channels, however in Table 2 we highlight two interesting ones: namely channels with a high asym-
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If he observes this state, his probability of error is around 0.5. This means that if he sends this state, Bob will receive a key bit if it was initially 0 and her key bit will be 0. If he sends this state, Bob will receive a key bit if it was initially 1 and her key bit will be 0. If he measures this state, his key bit will be 0 and her key bit will be 0. If he measures this state, his key bit will be 0 and her key bit will be 0.

### 5. CLOSING REMARKS

In this paper, we showed how a GA may be applied to discover optimal QKD protocols, conforming to user-specified restrictions, for arbitrary quantum channels. Furthermore, our algorithm is able to develop a classical preprocessing strategy increasing the key-rate over certain channels. Full source code of our implementation is available online at:

walterkrawec.org/QKDOpt.html

Many very interesting open problems remain. In particular, it would be useful to consider inaccurate parameter estimates along with the finite key scenario. Other, more practical attacks, such as multi-photon attacks would also be interesting to study. Finally, it would be interesting to extend the algorithm to work with two-way quantum channels - however, this would require a new method of constructing E's attack vectors.
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